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CLASS 12 MATHEMATICS

CHAPTER 03 : MATRICES

1. MATRICES
1.1  DEFINITION OF MATRIX

A matrix is an ordered rectangular array of numbers or functions in the form ¢
Rows and n Columns.

The numbers or functions belonging to a matrix are called the Elements or the
Entries of the matrix.

1.2 ORDER OF A MATRIX
A matrix having m rows and n columns is called a matrix of order m X n or simply
m X n matrix (read as an m by n matrix)

TRICK TO REMEMBER

Generally, students get confused that while writing order of a matrix we should write
number of rows first or number of columns first. As a trick, let in the spelling
‘ORDER’, the first letter O stand for Order, and the second letter R stands for Rows.
Thus, while writing order of a matrix we first write Number of Rows and then
Number of Columns.

1.3 A matrix is denoted by capital letter like A, B, C, X, Y, P, Q etc. and the elements of a
matrix are denoted by small letters a, b, ¢, x,y, Z, p, q etc.

1.4 A general matrix of order m X n can be taken as

aj; QA2 Q13 aqj A1n
Q1 Q2 A3 az;j QAan
asz; 04z dszz as; Q3n
A = :
a1 a;; a3 al] QAin
Am1 Amz2 am3 amj Amn mXn
OR
A= [ai,-]mxn,1 <i<ml1<j<mnijeN.

The element a;; is called the (i, )" element of the matrix A

YouQ[) ganitalay

Page 1 of 10


http://ganitalay.com
mailto:ganitalay.mritunjya@gmail.com
http://www.youtube.com/@ganitalay4872

1.5 Examples

2 V3 -5 3—i 4 —g
Wa=1z o | GDB=l,o _, &
3 2x3 1 2 V5li,
1+y y3
(iii)C=|cosx (sinx —2)
tan x V3 3%2

2. TYPES OF MATRICES

2.1 ROW MATRIX
A matrix is said to be a row matrix if it has only one row.

Examples
A= [x _y]lxz; B= [2 \/g —1]1><3
REMARK

The order of a row matrix is of he form 1 X n.

2.2 COLUMN MATRIX
A matrix is said to be a column matrix if it has only one column.

Examples
V2
3
2x1
-1 3x1
REMARK

The order of a row matrix is of he form m X 1.
2.3 ZERO MATRIX OR NULL MATRIX (0)

A matrix is said to be zero matrix or null matrix, denoted as O if all its elements
zero. Symbolically,

A= [aii]m ., isazero matrixif a; = 0,for everyij.

Examples

0 0
[0l [0 ol [ ol [0 0‘
00

2.4 SQUARE MATRIX

A matrix in which the number of rows is equal to the number of columns, is said to be
a square matrix.

Examples
5 1] [2 —1 \/§]
P=1" , Q=13 0 -4
2 V3ly 6 2 1l
@ ganitalay.com S8 @ You@[) ganitalay
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REMARKS
(i)  Asquare matrix of order n X n is termed as a square matrix of order n.

(i) IfA = [aij] is a square matrix of order n, then the elements (entries) a,1, @z, ..., Ann
are said to constitute the diagonal of the mtrix A.

Thus, in the above examples, the diagonal elements of P are 5,3 and the diagonal
elements of Q are 2,0, —1

2.5 DIAGONAL MATRIX

A square matrix B = [bi f]m o 1S said to be a diagonal matrix if all its non-diagonal

elements are zero. Symbolically,
m = n, that is, B is a square matrix

A matrix B = [bij]mxn is a diagonal matrix < {bij =0 ifi %

Examples

2.0 0
a=p B=["7 ,c=[0oo0 o

0 3% 0 0 V3l

X

are diagonal matrices of order 1, 2,3 respectively

REMARK
A square zero matrix is also a diagonal matrix.

2.6 SCALAR MATRIX

A diagonal matrix is said to be a scalar matrix if its diagonal elements are equal.

Symbolically,
m = n, that is, B is a square matrix
A matrix B = [b"f]mxnis a scalar matrix & { bj; = 0, ifi # j
bl-j = k, ifi = j,for some constant k
Examples
5 0 0
A =[4] B=[‘/§ \7_] , c=[o 5 o]
0 312 0 0 5l

are scaler matrices matrices of order 1, 2, 3, respectively

REMARK
A square zero matrix is also a scaler matrix.

2.7 IDENTITY MATRIX (I,,)

A square matrix in which each diagonal element is 1 and all other elements are zero
is called an identity matrix. Symbolically,
m = n thatis, A is a square matrix

A matrix A = [aij]mxnis an identity matrix & {a;; = 0, ifi # j
a;; = 1, ifi =j
Examples
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10 0
h=Mha L=[ 4] 13=[o 1 0]
) 0 0 153

are scaler matrices matrices of order 1, 2, 3, respectively.

REMARKS
(i)  Anidentity matrix is called so because for a square matrix A and an identity matrix I,
eachofordern, AXI=A=1xA

(ii)  Anidentity matrix of order 1, 2, 3 etc. is denoted as I;, I,, I etc. respectively.

2.8 UPPER TRIANGULAR MATRIX

An upper triangular matrix is a square matrix in which all the entries below the main
diagonal are zero. Symbolically,
A matrixA = [ai f]m « n 1S anupper triangular matrix

{m = n that is, B is a square matrix

< ai]’ = 0, if i >]
Examples
o 1 3 -3 2
WA=y 3 (ii)B=[0 5 _1]
0 3
0 0 4
REMARK

In an upper triangular matrix, elements on the main diagonal or above the main
diagonal can also be zero.

2.9 LOWER TRIANGULAR MATRIX

A lower triangular matrix is a square matrix in which all the entries above the main
diagonal are zero. Symbolically,
AmatrixB = [bl- j] is a lower triangular matrix

mxn

{m = n that is, B is a square matrix

Examples
-2 0 0
A= )] aB=|s —v3 o
2 5
1 2 6
REMARK

In a lower triangular matrix, elements on the main diagonal or below the main
diagonal can also be zero.

3. EQUALITY OF MATRICES

Two matrices A = [aij] and B = [bij]are said to be equal if
(i) Order of A = Order of B
(ii) Each element of A is equal to the corresponding element of B, thatis a;; = b;;

foralliandj
Examples
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4.1.1

4.1.2
()

(ii)

(iii)

(iv)

4.2

ok <L )

L [x Y Z1_[-1 0 3 PN _ _ _
al 7 c]_[z.4 23 4]=>x— 1,y =0z=v3,a=24b=2/3c=4

OPERATIONS ON MATRICES
ADDITION OF MATRICES

DEFINITION

IfA = [a;;]and B = [b;;] are two matrices of the Same Order,say m X n.
Then, the sum of A and B is defined as matrix, C=A+ B = [Cij]m n’
for all possible values of i and j.

where Cij = Qij + bij'

Example

Let,A =

Wl N

2X3

243 2443 —5+1 5 243 —4
A+B=12 o 043 14l &
-3 22)(3 3 22><3

I
—_

REMARK

If A and B are not of the same order, then A + B is not defined.

PROPERTIES OF MATRIX ADDITION
Commutative Law

A+B=B+A

Associative Law
(A+B)+C=A+(B+C).

Existence of additive identity

For every matrix A of order m X n, there exists a zero matrix O of order m X n such
that A+ O =0 + A =A. Here, O is called the additive identity for matrix addition.

Existence of additive inverse

For every matrix A of order m X n, there exists a matrix (—A) of order m X n such
that A + (—A) = 0 =(—A) + A. Here, (—A) is called the additive inverse of the
matrix A and vice-versa.

REMARK

(—A) is called the additive inverse of A & A is the additive inverse of (—A)
DIFFERENCE OF MATRICES
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IfA = [a;;]and B = [b;;] are two matrices of the Same Order,say m X n,

then, the difference of A and B is defined as matrix, D = A—B = [di]-]

where dl] = al-j - bij'

Example
4 V3 -5
Let,A=|2
- 0 -1
-3 2X3
4-3 V3-2
A+B=]2 c 0-3
3
REMARK

for all possible values of i and ;.

3 2 1
B = [ 1] then
2X3

5 -3 =
2
_5-1
T
22)(3

1

mxn’

-6

3

2 2X3

If A and B are not of the same order, then A — B is not defined.

4.3 MULTIPLICATION OF A MATRIX BY A SCALAR

4.3.1 DEFINITION
IfA = [aij]

m X

. is a matrix and k is a scalar, then kA is another matrix which is

obtained by multiplying each element of A by the scalar k. Symbolically,
for a matrix A = [aij]mxn , kKA = k [aij] N = [k (aij)] X

Example
-1 2 4 -2 4 8
LetA = [ ] = 2A = [
¢ V3 3 S5l 2V3 6 10,4
REMARK
For a matrix A of order m X n,the matrix (—1)A = —A is called the negative of the

the matrix A.

4.3.2 PROPERTIES OF SCALAR MULTIPLICATION OF A MATRIX

IfA = [aij] and B = [bij] are two matrices of the same order,say m X n,and k

and [ are scalars, then

(i)k(A +B)= kA + kB

4.4 MULTIPLICATION OF TWO MATRICES (A X B)

(i) (k + DA = kA + LA

441 LetA= [al- ] be a matrix of order m X n and B = [bi ] be a matrix of order
Jmxn Hpxq

p X q,then we have the following results:
(i)  The product A X B is defined only when
(The number of columns of A) = (The number of rows of B) i.e.n =p

(ii)  Under the condition n = p, the order of the product matrix, say C, is given as
m X p i.e. (Number of rows in A) X (Number of Columns in B).

(iii)  The elements c;; of the product matrix C = [c; j]mxpare given as
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¢;j = Sum of the product of the corresponding elements of the i*" row of the first

matrix A and the j** column of the second matrix B.
by
(iv)  From (iii) above, since i*" row of Ais [a;1 @12 - @in] and j™column of Bis | ¥

bnk
n

then then ¢;;, = a;q b1y + ajp bap + a3 b3 + ...+ Qi by = Z a;j bjx

j=1
Example
1 -3
Let A=|5 2 andB=[4 3 =5 ,then
2 7 -1
-3 6 3x2

2X3

AB =|C21 Cap (23

[C11 C12 aC13‘
[C31 €32 €33 1343

[1x44+(—3)x2 1x3+(-3)x7 1x(=5)+(=3)x(-1)
=| 5x4+2x2 5x3+2x%7 5% (=5)+2x(-1)
(—3)x4+6x2 (=3)x3+6x%x7 (=3)x(=5+6x(-1)

-2 —-18 =2
=24 29 =27

0 33 9

1 -3
_4 3 =5 _[611 €12
whereaS,BA—[2 7 _ ]2x3[5 2] —[621 CZZ]sz
-3 6 3x2
_[4><1+3><5+(—5)><(—3) 4><(—3)+3><2+(—5)><6]_[34 -36
T 12X147X5+(-1)x(-3) 2x(-3)+7x4+(-1)x6] 40 16

PROPERTIES OF MATRIX MULTIPLICATION

(i) If ABisdefined, then BA may or may not be defined.
For example, if A is of order 3 X 2 and B is of order 2 X 2 then AB is defined and is of
order 3 X 2, but BA is not defined since (No. of columns of A) # (No. of rows of B)

(ii) Product of matrices is non-commutative ie. AB # BA, in general. But this does
not mean that AB # BA for every pair of matrices A and B for which AB and BA are
defined. In fact, the multiplication of diagonal matrices of same order will be
commutative. The following examples will make clear the above points:

Example 1(AB and BA both are defined but are of different order so AB + BA)

If Ais of order 3 X 2 and B is of order 2 X 3 then

AB is defined and is of order 3 X 3;

BA is also defined but is of order 2 x 2.

Clearly, AB # BA as two matrices of different orders can never be equal.
Example 2 (AB and BA have same order but AB + BA)
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2 -3 -7
4 1 7

Clearly, the matrices AB and BA have same order but AB # BA

LetA = [ ] and B = [:i é] then AB = [:; ] and BA = [100 Z]

Example 3(AB and BA have same order and AB = BA)

_[2 0 _[-2 0 _[-4 01_
LetA= [0 |andB=[7" S|thenaB=[" 3| = BA
(ili) ABand BA both are defined < orders of A and B are reverse of each other.
That s, if A is a matrix of order m X n and B is of order n X m, then AB and BA both
are defined.
(iv)  Zero Matrix as a Product of Two Non-zero Matrices
If the product of two matrices is a zero matrix, it is not necessary that one of the
matrices is a zero matrix. That is, AB = O does not necessarily impliy either A = 0
orB=0.
(Note that in case of real numbers,ab=0=a=00rb =0.)
Example 1(A# 0,B#¥0and AB=BA=0)
_J0 2 _[-2 3 _ _J0 0
LetA = [O 1] and B = [ 0 O]thenAB =BA = [0 0
Example 2 (A # 0,B # 0 and AB = O but BA + 0)
M -1 N | _ _[2 -2
LetA=|; —j|andB=[; j|thenaB=0butBa=|> 7]
(v)  For any two square matrices of same order,A=0orB=0=AB=BA=0
4.4.2 PROPERTIES OF MULTIPLICATION OF MATRICES
(i) The Associative Law: (AB)C = A(BC),
(ii)  The Distributive Law: (i) A(B+ C) = AB + AC (ii) (A+ B)C = AC + BC
(iii) The Existence of Multiplicative Identity: For every square matrix A, there exists
an identity matrix I of same order such that [A = Al = A.
5. TRANSPOSE OF A MATRIX
5.1 DEFINITION
IfA = [ai]-]be an m X n matrix, then the transpose of A, denoted as A’or AT, is the
matrix obtained by interchanging the rows and columns of A. Symbolically,
A= layl,,, =4 =4,
5.2  PROPERTIES OF TRANSPOSE OF THE MATRICES
(i) A=A (ii) (KA)" = kA'(where k is any constant)
@ ganitalay.com S8 @ You@[) ganitalay
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(iii) A+ B) = A"+ B’ (iv)(A— B) = A'— B’
(v) (AB)' = B'A’(Reversal Law)

6. SYMMETRIC AND SKEW SYMMETRIC MATRICES
6.1 SYMMETRIC MATRIX
A square matrix A = [a;;] is said to be symmetricif A" = A

Thus, A is symmetric © a;; = a;;

Example
-2 3 4
LetA=] 3 1 —\/i] ,then A" = A. Hence A is symmetric matrix.
4 /2 6

6.2 SKEW SYMMETRIC MATRIX

A square matrix A = [a;;]is said to be symmetricif A" = —A
Thus, A is symmetric & a;; = —a;;
Example

0 a -—b 0 —a b
LetA=]|—-a 0 c |, thenA' =| a 0 —c|=-A

b —c 0 -b 0

Hence A is skew symmetric matrix.

REMARKS

(i)  All the diagonal elements of a skew symmetric matrix are zero.
Thus, A is skew symmetric matrix < a;; = 0 for each i.

(ii)  Forasquare matrix A, with real number entries,
A + A’ is a symmetric matrix and
A — A'is askew symmetric matrix

(iii)  Any square matrix A can be expressed as the sum of a symmetric and a skew
symmetric matrix as A = P + Q where,

1 1
P= > (A+ A’) is symmeticand Q = 3 (A — A') is a skew symmetric matrix.

7. INVERTIBLE MATRIX

A square matrix A of order m is said to be invertible if there exists another square
matrix B of the same order m, such that AB = BA = 1.
In this case, B is called the inverse of matrix A and it is denoted by A1,

REMARKS

(i)  Arectangular matrix does not possess inverse matrix
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(ii)  Aisthe Inverse of B & B is the Inverse of A
(iii)  Inverse of a square matrix, if it exists, is unique.

(iv) (AB)"! = B 1 A"l (Reversal Law)

A VERY IMPORTANT QUESTION

Show that A = [_21 2] is a zero of the polynomial x2 —4x + 7 (or a root of the

quadratic equation x? — 4x + 7 = 0). Hence find
(i) Al (ii) AS
SOLUTION

Substituting A in place of x in x? — 4x + 7 we get
2 _[2 3112 31_,12 3 10
T B | K| R R T

= [_14 112] — [_84 182 + [(Z g = [8 g] = 0. Hence, A is a zero of the given
polynomial

Careless Mistake: (i) Students miss I and write A> — 4A + 7and lose marks

(ii) Students write 0 in place of 0 and lose marks

(i) Consider A%2 — 4A + 71 = 0. Multiplying this equation by A~! we get :

APATT —4AATT+ 7IATL = 0AT1 = A-41+7A1=0

:>A‘1=;(4I—A)=; (4[3 0_[_21 ;):;[i _23]

(ii) Consider A2 —4A+71 =0 A2 =4A—-71 (1)

A5 = [(A2)?]A = [(4A—7D?|A  [using (1)]

= [16A4% — 56AI + 491%]A = [16(4A — 71) — 56A + 491]A [using (1)]
= [64A4 — 1121 — 56A + 491]A = [8A — 631]A = 842 — 634l
=8(4A—71) — 634 [using (1)]

oAt faA At — 212 3] _ee[l O]_[-118 —93
— 324 — 561 — 634 = —314 — 561 31[_1 2] 56[0 1] [ 1 1ig
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